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Assignment #5: Homework H4 and Discussion D5

First some background: You will need modest software for some of lectures and
homeworks. This can be most easily done in Python but Java is also possible; no
other languages are relevant. You MIGHT use software in final project. Note
the final project will be individual or up to a three person team and can
either be a significant PAPER or a SOFTWARE PROJECT. We can support
Software in Java on clouds or Python but other software such as R allowed in
final project Your team chooses. You can find sample software and paper
projects. here.


Preparing Software

Java and Python are installed on our cloud as explained in Unit 11. Here you
choose between Python on your laptop, Python in cloud or Java in cloud.


	
	DO - Python on your laptop: Download Enthought Canopy Express (free) from

	https://store.enthought.com/downloads/ including NumPy SciPy Matplotlib







	OR - Set up Python in cloud or Java in cloud.
See Unit 11. [http://openedx.scholargrid.org/courses/SoIC/INFO590/FALL_2015/courseware/3cf90e09c7bf439fa97fda2fbdcce8fe/6cc23f2c65194720ab5fb8d339bda0b8/]








Tasks

Submit results to show your software is set up and running. Solve tasks
following instructions here .


	Submit your Java OR Python program results to IU Canvas








Discussion D5

Create a NEW post to discuss final project you want to do and look for team
members on Slack (http://bdaafall2015.slack.com) for Software Projects if
that’s what you want.

Contents



	Homework H4: Get your software set up for later lectures and final project

	Discussion D5

	Project Details
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Homework H4: Get your software set up for later lectures and final project

In this homework, you are expected to run Python or Java programs on
FutureSystems or on your local machine. A few examples for beginners will help
you to understand how to write and run Java or Python programs on your
environment.


Setup

Java and Python are installed on our cloud as explained in Unit 11. Here you
choose between Python on your laptop, Python in cloud or Java in cloud.


Local Setup

Download Enthought Canopy Express (free) from
https://store.enthought.com/downloads/ including NumPy SciPy Matplotlib




Cloud

Set up Python in cloud or Java in cloud. See Unit 11 [http://openedx.scholargrid.org/courses/SoIC/INFO590/FALL_2015/courseware/3cf90e09c7bf439fa97fda2fbdcce8fe/6cc23f2c65194720ab5fb8d339bda0b8/].






First Program

This code explains how to display a simple string on your screen. You can
download or write your own code using your editor.


Java

Download: FirstProgram.java [https://raw.githubusercontent.com/cglmoocs/bdaafall2015/master/JavaFiles/FirstProgram.java]

/**
* Sample Program to print out a message
*
* Compile : javac FirstProgram.java
*     Run    : java FirstProgram
*/
public class FirstProgram {
      public static void main(String[] args){
                System.out.println("My first program on Big Data Applications and Analytics!");
        }
}





This example prints out the message on your screen by println method in the
System class.  In Java Programming, you need to complie your code to
execute.


Compiling and Execution

javac FirstProgram.java





Now, you will have FirstProgram.class file on your system. Java Compiler
(javac) creates Java bytecode with a .class extension. We will execute the
class file with java command.

java FirstProgram
My first program on Big Data Applications and Analytics!










Python

Let’s write a same program in Python.

Download: FirstProgram.py [https://raw.githubusercontent.com/cglmoocs/bdaafall2015/master/PythonFiles/FirstProgram.py]

# Run python FirstProgram.py
print 'My first program on Big Data Applications and Analytics!'





Python function print simply displays a message on your screen. Compiling
is not necessary in Python. You can run your code directly with python
command.

python FirstProgram.py
My first program on Big Data Applications and Analytics!










Display System Information

This is an extension of your first program. We will lean how to import functions
and use them to get system information like hostname or username.


Java

We now understand how to print out a message using Python or Java. System
information such as time, date, user name or hostname (machine name) can be
displayed as well with built-in functions in each language.

Download: FirstProgramWithSystemInfo.java [https://raw.githubusercontent.com/cglmoocs/bdaafall2015/master/JavaFiles/FirstProgramWithSystemInfo.java]

import java.util.Date;
import java.text.DateFormat;
import java.text.SimpleDateFormat;
import java.net.InetAddress;
import java.net.UnknownHostException;

/**
 *  * Sample Program with system information
 *  *
 *  * Compile : javac FirstProgramWithSystemInfo.java
 *  *   Run    : java FirstProgramWithSystemInfo
 *  */
public class FirstProgramWithSystemInfo {
        public static void main(String[] args){

                System.out.println("My first program with System Information!");

                // Print Date with Time
                DateFormat dateFormat = new SimpleDateFormat("yyyy/MM/dd HH:mm:ss");
                Date date = new Date();
                System.out.println("Today is: " + dateFormat.format(date));
                // Print Username
                System.out.println("Username is: " + System.getProperty("user.name"));
                // Print hostname
                try {
                        java.net.InetAddress localMachine = java.net.InetAddress.getLocalHost();
                        System.out.println("Hostname is: " + localMachine.getHostName());
                } catch (UnknownHostException e) {
                        e.printStackTrace();
                        System.out.println("No host name: " + e.getMessage());
                }
        }
}






Compiling and Execution

javac FirstProgramWithSystemInfo.java





java FirstProgramWithSystemInfo
My first program with System Information!
Today is: 2015/01/01 18:54:10
Username is: albert
Hostname is: bigdata-host










Python

Download FirstProgramWithSystemInfo.py [https://raw.githubusercontent.com/cglmoocs/bdaafall2015/master/PythonFiles/FirstProgramWithSystemInfo.py]

from datetime import datetime
import getpass
import socket

# Run python FirstProgramWithSystemInfo.py
print ('My first program with System Information!')

print ("Today is: " + str(datetime.now()))
print ("Username is: " + getpass.getuser())
print ("Hostname is: " + socket.gethostname())






Execution

python  FirstProgramWithSystemInfo.py
My first program with System Information!
Today is: 2015-01-01 18:58:10.937227
Username is: albert
Hostname is: bigdata-host












Submission of HW4

Submit these compiled files or screenshot image files to IU Canvas

[Java]


	**FirstProgram.class or a screenshot image of the ‘FirstProgram’ execution (25%) **

	FirstProgramWithSystemInfo.class or a screenshot image of the ‘FirstProgramWithSystemInfo’ execution (25%)



[Python]


	
	FirstProgram.pyc or a screenshot image of the ‘FirstProgram’ execution (25%)

	
	run python -m compileall FirstProgram.py to generate FirstProgram.pyc









	
	FirstProgramWithSystemInfo.pyc or a screenshot image of the ‘FirstProgramWithSystemInfo’ execution (25%)

	
	run python -m compileall FirstProgramWithSystemInfo.py to generate FirstProgramWithSystemInfo.pyc














Challenge tasks


	
	Run any Java or Python on a FutureSystems OpenStack instance

	
	Submit screenshot images of your terminal executing Java or Python code on FutureSystems









	
	Run NumPyTutorial [https://raw.githubusercontent.com/cglmoocs/bdaafall2015/master/IPythonFiles/NumPyTutorial.ipynb] Python on IPython Notebook

	
	Submit screentshot images of your web browser executing NumPyTutorial on FutureSystems









	Tips: See tutorials for Big Data Applications and Analytics Shell on FutureSystems [http://cloudmesh.github.io/introduction_to_cloud_computing/class/cm-mooc/index.html]








Preview Course Examples


	The Elusive Mr.Higgs [Java [https://github.com/cglmoocs/bdaafall2015/tree/master/JavaFiles/Section-4_Physics-Units-9-10-11/Unit-9_The-Elusive-Mr.Higgs]][Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Section-4_Physics-Units-9-10-11/Unit-9_The-Elusive-Mr.-Higgs]]

	Number Theory [Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Section-4_Physics-Units-9-10-11/Unit-10_Number-Theory]]

	Calculated Dice Roll [Java [https://github.com/cglmoocs/bdaafall2015/tree/master/JavaFiles/Section-4_Physics-Units-9-10-11/Unit-11_A-Calculated-Dice-Roll]][Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Section-4_Physics-Units-9-10-11/Unit-11_A-Calculated-Dice-Roll]]

	KNN [Java [https://github.com/cglmoocs/bdaafall2015/tree/master/JavaFiles/Section_7_Unit_19/KNN]][Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Section%205%20e-Commerce%20Unit%2015_%20K’th%20Nearest%20Neighbor/knn]]

	PageRank [Java [https://github.com/cglmoocs/bdaafall2015/tree/master/JavaFiles/Unit-27_PageRank]][Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Unit%2019_%20PageRank/Page-Rank]]

	KMeans [Java [https://github.com/cglmoocs/bdaafall2015/tree/master/JavaFiles/Unit-28_KMeans]][Python [https://github.com/cglmoocs/bdaafall2015/tree/master/PythonFiles/Unit%2016_%20Kmeans-%20Software/K-Means]]
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Discussion D5

Create a NEW post [http://openedx.scholargrid.org/courses/SoIC/INFO590/FALL_2015/discussion/forum]
to discuss final project you want to do and look for team members on Slack for
Software Projects if that’s what you want. Please use the
#project channel https://bdaafall2015.slack.com/messages/project/ for that
purpose.  If you are not part of Slack yet, please send an email to
bdaacoursehelp@googlegroups.com
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Project Details

You have a choice to write a term paper or do a software project using our
cloud computing test bed called FutureSystems. However, we encourage you to do
a software project that can be done as a group project. You can form teams of
up to 3 people. Sample project details are given later. You can use the
BDAA slack project channel [https://bdaafall2015.slack.com/messages/project/] to form project teams and
also create a private group for your team if you like.


Accessing Hadoop Cluster

If your project is going to use Hadoop Cluster, the next page will be useful.
You will get a Hadoop Cluster on FutureSystems with your fg-475 membership.


	Hadoop Cluster Access






Supported Software Projects


	TeraSort Hadoop Benchmark

	Stock Analysis with MPI

	IPython Notebook

	NIST NBIS

	DFSIO Distributed I/O Benchmark

	MRBench MapReduce Benchmark

	NNBench NameNode Benchmark






OpenStack Kilo FutureSystems (IaaS)

If you need to use the latest OpenStack Cloud, consider to use OpenStack Kilo on FutureSystems.
The software of the supported projects are available in OpenStack Kilo as virtual machine images.
You may want to start your project by creating your own virtual instance with the image. The details are:


	OpenStack Kilo






Sample Software Projects or Term Paper

We provide a few examples of projects and papers. Please use them as your
references.


	Term Paper

	Sample Software Project
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Term Paper


The following are projects from previous classes:



		Review of Recommender Systems: technology & applications


		Review of Big Data in Bioinformatics


		Review of Data visualization including high dimensional data


		Design of a NoSQL database for a specialized application









          

      

      

    


    
        © Copyright 2015, bdaa course team.
      Created using Sphinx 1.3.1.
    

  

hadoop_basics.html


    
      Navigation


      
        		
          index


        		bdaafall2015  documentation »

 
      


    


    
      
          
            
  
Apache Hadoop Basics


There are basic commands and web interfaces that you will frequently use while you run jobs on Apache Hadoop. This tutorial introduces the basic commands and web interfaces. You can find more details on the web e.g. Hadoop Basics by HortonWorks [http://hortonworks.com/wp-content/uploads/downloads/2013/07/Hortonworks.ApacheHadoopBasics.v1.0.pdf], or Hadoop Tutorial by TutorialPoint.com [http://www.tutorialspoint.com/hadoop/]



Hadoop commands



		
		Hadoop fs


		
		
		ls


		
		hadoop fs -ls FILENAME (-ls works like ls command to see a list of directory contents)














		
		cat


		
		hadoop fs -cat FILENAME (-cat works like cat command to see the contents of the file)














		
		rm


		
		hadoop fs -rmr DIRECTORY_NAME_TO_DELETE (-rmr works like rm -r command to delete directories and the files recursively


























		
		hadoop jar


		
		run a jar file which is a Java package e.g. WordCount is in hadoop-mapreduce-examples-2.7.1.jar














		
		hadoop job


		
		job related commands e.g. list, status, or kill a job

















Usage: CLI <command> <args>
[-submit <job-file>]
[-status <job-id>]
[-counter <job-id> <group-name> <counter-name>]
[-kill <job-id>]
[-set-priority <job-id> <priority>]. Valid values for priorities are: VERY_HIGH HIGH NORMAL LOW VERY_LOW
[-events <job-id> <from-event-#> <#-of-events>]
[-history <jobHistoryFile>]
[-list [all]]
[-list-active-trackers]
[-list-blacklisted-trackers]
[-list-attempt-ids <job-id> <task-type> <task-state>]. Valid values for <task-type> are REDUCE MAP. Valid values for <task-state> are running, completed
[-kill-task <task-attempt-id>]
[-fail-task <task-attempt-id>]
[-logs <job-id> <task-attempt-id>]







		Other commands related to file system can be found by:





$ hadoop fs
Usage: hadoop fs [generic options]
  [-appendToFile <localsrc> ... <dst>]
         [-cat [-ignoreCrc] <src> ...]
[-checksum <src> ...]
[-chgrp [-R] GROUP PATH...]
[-chmod [-R] <MODE[,MODE]... | OCTALMODE> PATH...]
[-chown [-R] [OWNER][:[GROUP]] PATH...]
[-copyFromLocal [-f] [-p] [-l] <localsrc> ... <dst>]
[-copyToLocal [-p] [-ignoreCrc] [-crc] <src> ... <localdst>]
[-count [-q] [-h] <path> ...]
[-cp [-f] [-p | -p[topax]] <src> ... <dst>]
[-createSnapshot <snapshotDir> [<snapshotName>]]
[-deleteSnapshot <snapshotDir> <snapshotName>]
[-df [-h] [<path> ...]]
[-du [-s] [-h] <path> ...]
[-expunge]
[-find <path> ... <expression> ...]
[-get [-p] [-ignoreCrc] [-crc] <src> ... <localdst>]
[-getfacl [-R] <path>]
[-getfattr [-R] {-n name | -d} [-e en] <path>]
[-getmerge [-nl] <src> <localdst>]
[-help [cmd ...]]
[-ls [-d] [-h] [-R] [<path> ...]]
[-mkdir [-p] <path> ...]
[-moveFromLocal <localsrc> ... <dst>]
[-moveToLocal <src> <localdst>]
[-mv <src> ... <dst>]
[-put [-f] [-p] [-l] <localsrc> ... <dst>]
[-renameSnapshot <snapshotDir> <oldName> <newName>]
[-rm [-f] [-r|-R] [-skipTrash] <src> ...]
[-rmdir [--ignore-fail-on-non-empty] <dir> ...]
[-setfacl [-R] [{-b|-k} {-m|-x <acl_spec>} <path>]|[--set <acl_spec> <path>]]
[-setfattr {-n name [-v value] | -x name} <path>]
[-setrep [-R] [-w] <rep> <path> ...]
[-stat [format] <path> ...]
[-tail [-f] <file>]
[-test -[defsz] <path>]
[-text [-ignoreCrc] <src> ...]
[-touchz <path> ...]
[-truncate [-w] <length> <path> ...]
[-usage [cmd ...]]









Hadoop built-in example



		Find Jar from /opt/hadoop/ i.e. /opt/hadoop/share/hadoop/mapreduce/hadoop-examples.jar






		aggregatewordcount: An Aggregate based map/reduce program that counts the words in the input files.


		aggregatewordhist: An Aggregate based map/reduce program that computes the histogram of the words in the input files.


		bbp: A map/reduce program that uses Bailey-Borwein-Plouffe to compute exact digits of Pi.


		dbcount: An example job that count the pageview counts from a database.


		distbbp: A map/reduce program that uses a BBP-type formula to compute exact bits of Pi.


		grep: A map/reduce program that counts the matches of a regex in the input.


		join: A job that effects a join over sorted, equally partitioned datasets


		multifilewc: A job that counts words from several files.


		pentomino: A map/reduce tile laying program to find solutions to pentomino problems.


		pi: A map/reduce program that estimates Pi using a quasi-Monte Carlo method.


		randomtextwriter: A map/reduce program that writes 10GB of random textual data per node.


		randomwriter: A map/reduce program that writes 10GB of random data per node.


		secondarysort: An example defining a secondary sort to the reduce.


		sort: A map/reduce program that sorts the data written by the random writer.


		sudoku: A sudoku solver.


		teragen: Generate data for the terasort


		terasort: Run the terasort


		teravalidate: Checking results of terasort


		wordcount: A map/reduce program that counts the words in the input files.


		wordmean: A map/reduce program that counts the average length of the words in the input files.


		wordmedian: A map/reduce program that counts the median length of the words in the input files.


		wordstandarddeviation: A map/reduce program that counts the standard deviation of the length of the words in the input files.








Hadoop Web Interface



		ResourceManager: 8088 e.g. http://149.165.159.121:8088/cluster


		NameNode: 50070 e.g. http://149.165.159.149:50070/


		JobHistoryServer: 19888
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NNBench - NameNode benchmark


In Hadoop clusters, the NameNode keeps the directory tree of all files in HDFS and locations of the files across the multiple DataNodes and the NNBench runs a test for the NameNode with some load. The NNBench NameNode benchmark is useful to check NameNode configuration with its hardware before running anything in production.



Sample Run of NNBench


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar nnbench -operation create_write -baseDir /user/$USER/NNBench






This command will create a file with 1 map and 1 reducer. You can change the options to increase the number of files, maps or reducers. For details, see the available options below.





Main Operations



		create_write: is an operation you should run at first. It creates a file(s) to run a test.


		open_read


		rename


		delete








Available Options


Options:
-operation <Available operations are create_write open_read rename delete. This option is mandatory>
* NOTE: The open_read, rename and delete operations assume that the files they operate on, are already available. The create_write operation must be run before running the other operations.
-maps <number of maps. default is 1. This is not mandatory>
-reduces <number of reduces. default is 1. This is not mandatory>
-startTime <time to start, given in seconds from the epoch. Make sure this is far enough into the future, so all maps (operations) will start at the same time. default is launch time + 2 mins. This is not mandatory>
-blockSize <Block size in bytes. default is 1. This is not mandatory>
-bytesToWrite <Bytes to write. default is 0. This is not mandatory>
-bytesPerChecksum <Bytes per checksum for the files. default is 1. This is not mandatory>
-numberOfFiles <number of files to create. default is 1. This is not mandatory>
-replicationFactorPerFile <Replication factor for the files. default is 1. This is not mandatory>
-baseDir <base DFS path. default is /becnhmarks/NNBench. This is not mandatory>
-readFileAfterOpen <true or false. if true, it reads the file and reports the average time to read. This is valid with the open_read operation. default is false. This is not mandatory>
-help: Display the help statement
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Sample Software Project


Software projects will involve running an analysis on a data set.
You will be provided with a Hadoop cluster running MapReduce version 1 (see HadoopClusterAccess.html).
Your goal will be to use the Hadoop cluster to run a “Big Data” computation.


One possible approach is the Terabyte Sort procedure.
The components are:



		TeraGen: create the data


		TeraSort: analyze the data using MapReduce


		TeraValidate: validation of the output






Invocation


The teragen command accepts two parameters:



		number of 100-byte rows


		the output directory





hadoop jar $HADOOP_HOME/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.7.1.jar teragen $COUNT /user/$USER/tera-gen


hadoop jar $HADOOP_HOME/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.7.1.jar terasort /user/$USER/tera-gen /user/$USER/tera-sort


hadoop jar $HADOOP_HOME/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.7.1.jar teravalidate /user/$USER/tera-sort /user/$USER/tera-validate





Exercise


Run the Terabyte Sort procedure for various sizes of data:



		1 GB


		10 GB


		100 GB





For each component (tera{gen,sort,validate}), report the execution time,
data read and written (in GB) as well as the cumulative values.







Other Software Projects


The following are projects from previous classes:



		Use R to analyze a particular dataset (business or sports)
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Distributed I/O Benchmark of HDFS


DFSIO is a built-in benchmark tool for HDFS I/O test. The jar file can be found at /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar.



Base Directory to Store Test Results


/benchmarks/TestDFSIO


If there are outputs, use fs commands to see the contents e.g.


hadoop fs -cat /benchmarks/TestDFSIO/io_write/part*









Run Write/Read


Read or Write test can be done by:


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar TestDFSIO -write -nrFiles 16 -fileSize 1GB -resFile /tmp/$USER-dfsio-write.txt






OR


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar TestDFSIO -read -nrFiles 16 -fileSize 1GB -resFile /tmp/$USER-dfsio-read.txt







Note


Change the number of files and the size of files to find better throughput.







Clean Up


Don’t forget to clean up test results after the completion, otherwise available storage space will be consumsed by the benchmark output files. The following command deletes files on the output directory (/benchmakrs/TestDFSIO) on HDFS.


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar TestDFSIO -clean









Options



		-nrFiles: the number of files (equal to the number of map tasks)


		-fileSize: the size of a file to generate B|KB|MB|GB|TB is allowed








Useful Links



		http://www.michael-noll.com/blog/2011/04/09/benchmarking-and-stress-testing-an-hadoop-cluster-with-terasort-testdfsio-nnbench-mrbench/


		https://support.pivotal.io/hc/en-us/articles/200864057-Running-DFSIO-mapreduce-benchmark-test
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TeraSort Hadoop Benchmark Example


Hadoop provides terabyte (TB) sort competition to run Hadoop benchmarking with
sorting large data files e.g. 1TB or 1PB (1000x 1TB). The performance of HDFS
and MapReduce workloads are evaluated with the speed of TeraSort computation,
for example, sorting 1 terabyte was done in 3.48 minutes in 2008 by Yahoo! Inc.
with 910 x 4 dual-core processors, but sorting 494.6 terabytes was done in the
same amount of time in 2013 with 2100 nodes x hexa-core processors. The
combination of hardware setup and software configuration does accelerate the
performance of Hadoop and TeraSort program is used to measure the performance
of a Hadoop system. There are three packages to conduct the benchmark: TeraGen
which generates input data given by the size, TeraSort which sorts the
input data files, and TeraValidate which validates the results. The elapsed
time of TeraSort is the measure of the performance of Hadoop.



Get Started



		Login to Frontend


		Check HDFS by `hadoop dfs -ls`






Note


Hadoop basic commands and web interfaces are introduced here







TeraGen



		Generate a input data with 1GB (Change the size as you wish)





hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-*examples*.jar  teragen `expr 1024 \* 1024 \* 1024` /user/$USER/terasort-input







Options


Add this option between teragen and the size above. This is a number of map
tasks.



		-Dmapred.map.tasks=(vcpu numbers - 1)










TeraSort


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-*examples*.jar  terasort /user/$USER/terasort-input /user/$USER/terasort-output







Options


Add this option between terasort and the size above. This is a number of
reduce tasks.



		-Dmapred.reduce.task=(vcpu numbers divided by 2)










TeraValidate


hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-*examples*.jar teravalidate   /user/$USER/terasort-output /user/$USER/terasort-report







Options


One reduce task is fine because teravalidate is a simple program to combine
results.



		-Dmapred.reduce.task=1










Clean Up


After your benchmark, don’t forget to delete input and output directories for
TeraSort. Otherwise the free space of HDFS will be consumed quickly.





References



		Sort Benchmark home Page: http://sortbenchmark.org/
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Review of Recommender systems


This is an example of term papers from one of the former students. Use this example as tip, not as your guidance for your project. We provide some part of chapters and references to help you design your project or paper. Do not limit your project or paper with the example. Work on your idea and address your findings.



Classification of Recommendation Systems



		
		Traditional Recommendation Systems


		
		Collaborative Methods


		Content-Based Method


		Hybrid Methods














		
		Social Recommender Systems


		
		Memory Based (e.g. TidalTrust, MoleTrust, SoRec)


		Model Based














		Mobile Recommendation Systems





		Context-Aware Recommendation Systems











Use of recommentation systems in the Industry


There are some examples:



		Amazon Recommendation System


		YouTube Recommendation System


		Netflix Recommendation System


		Google News Recommendation System








References



		Ma, Hao, et al. “Recommender systems with social regularization.” Proceedings of the fourth ACM international conference on Web search and data mining. ACM, 2011


		Adomavicius, Gediminas, and Alexander Tuzhilin. “Toward the next generation of recommender systems: A survey of the state-of-the-art and possible extensions.” Knowledge and Data Engineering, IEEE Transactions on 17.6 (2005): 734-749.


		Ricci, Francesco. “Mobile recommender systems.” Information Technology & Tourism 12.3 (2010): 205-231.


		http://en.wikipedia.org/wiki/Recommender_system


		http://fortune.com/2012/07/30/amazons-recommendation-secret/


		Melville, Prem, and Vikas Sindhwani. “Recommender systems.” Encyclopedia of machine learning. Springer US, 2010. 829-838.


		John S. Breese, David Heckerman, and Carl Kadie. Empirical analysis of predictive algorithms for collaborative filtering. In Proceedings of the Fourteenth Conference on Uncertainty in Artificial Intelligence, Madison, WI, July 1998


		Greg Linden, Brent Smith, and Jeremy York. Amazon.com recommendations: Item-to-item collaborative filtering. IEEE Internet Computing,


		Das, Abhinandan S., et al. “Google news personalization: scalable online collaborative filtering.” Proceedings of the 16th international conference on World Wide Web. ACM, 2007.
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		Massa, P., Avesani, P.: Trust-aware recommender systems. In: Proceedings of the 2007 ACM conference on Recommender systems, pp. 17–24. ACM (2007)
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Stock Analysis


The stock analysis software from https://github.com/iotcloud/stock-analysis is provided in OpenStack Kilo FutureSystems.



VM Image Name


stock-analysis-02Nov2015





Minimum Flavor


m1.small





How to start Example


With your key and network information, you can start a new virtual instance with the stock analysis image like:


NETID=`nova network-list | grep $OS_TENANT_NAME-net | awk {'print $2'}`
nova boot --image stock-analysis-02Nov2015 --flavor m1.small --key-name YOURKEY $USER-stock-analysis --nic net-id=$NETID







Note


Replace YOURKEY with your registered keyname. $USER-stock-analysis is a label to your instance, you can change the name.







FAQs


Having problems of using OpenStack Kilo? Find FAQs
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OpenStack Kilo FutureSystems


OpenStack Kilo is now available on FutureSystems. The combination of the new hardware configuration and the latest OpenStack release Kilo provides more features and better perfomance os using OpenStack Cloud. Also, there are some changes you need to know before use. Here are instructions how to get access to OpenStack Kilo FutureSystems.



Nova Client on India


The first step to use OpenStack Kilo is loading your account information for Kilo. The Kilo account information is enabled by:


source ~/.cloudmesh/clouds/india/kilo/openrc.sh






You will see instances or images on Kilo now by nova client tools, e.g. nova list.



Note


If you do not have the openrc.sh under kilo directory, please notify us by bdaacoursehelp@googlegroups.com







Start a New Instance


Starting a new instance is not difficult but requres a few steps like keypair registration and floating ip association. The simple instructions will be provided in this page.



SSH Key Pair Registraion


If this is a first time to run a instance, the keypair registration is required. We assume you have a key registered on India Juno which is a previous release of OpenStack. Let’s register your key on OpenStack Kilo. Juno and Kilo are separated clouds so we need to register your key on both side.



Note


If you don’t have one, don’t worry. It is easy to create a new one. Please follow the instructions here.




nova keypair-add --pub-key $HOME/ssh/id_rsa.pub $USER-india-key






Once you register your key, you can confirm the registration by:


nova keypair-list






Let’s continue to start a VM in the next section.



Tip


The following commands will create a new SSH key pair. Provide passphrase when prompts appear.


ssh-keygen -t rsa -C $USER-india-key







Start a VM Instance


The nova boot simple command will start a VM instance. Note that NETID is required on OpenStack Kilo which is different from OpenStack Juno.


NETID=`nova network-list | grep $OS_TENANT_NAME-net | awk {'print $2'}`
nova boot --image Ubuntu-14.04-64 --key-name $USER-india-key --flavor m1.small $USER-first-instance --nic net-id=$NETID







Note


replace $USER-india-key if you have a different name for your registered key. Replace other options e.g. image or flavor as you wish.







Floating IP Address


Now your VM instance is up and running but can’t be accessible because it only has an internal IP address. We will associate a floating IP address here to get SSH access to a VM instance.


nova floating-ip-create ext-net
+--------------------------------------+-----------------+-----------+----------+---------+
| Id                                   | IP              | Server Id | Fixed IP | Pool    |
+--------------------------------------+-----------------+-----------+----------+---------+
| 030bf69d-88a4-41b6-90c5-9c6e7d5be442 | 149.165.159.112 | -         | -        | ext-net |
+--------------------------------------+-----------------+-----------+----------+---------+






Now we have a IP address to assign to a VM instance. In this example, we will associate 149.165.159.112 to our $USER-first-instance VM instance by.


nova floating-ip-associate $USER-first-instance 149.165.159.112






Once you completed this step, you are now able to SSH into your VM instance.


ssh ubuntu@149.165.159.112







Note


ubuntu is login name your your VM if you start a VM with Ubuntu image. Try other names if you used other distributions like CentOS or CoreOS. For example, centos is for CentOS and core is for CoreOS image.









Horizon Web Interface


Openstack provides a web interface to manage cloud resources easily. Usage reports, current quota or Heat stacks are visible on the web.



		Use your OS_USERNAME and OS_PASSWORD to login.  ~/.cloudmesh/clouds/india/kilo/openrc.sh contains your OS_ variables.


		https://openstack.futuresystems.org/horizon/project/








Termination of VM Instance


If you completed your work on your VM instance, you may terminate your VM and release a floating IP address associated with. For example, we terminate our first instance and the IP address by:


nova delete $USER-first-intance
nova floating-ip-delete 149.165.159.112









FAQ



		My ssh connection was denied with the message like below. What should I do?





@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@
@    WARNING: REMOTE HOST IDENTIFICATION HAS CHANGED!     @
@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@







		SSH checks ssh server’s fingerprint to verify the identity of the machine that you connect to. You will see the message above if the fingerprint doesn’t match with one saved on your local machine (~/.ssh/known_hosts) when you ssh into the machine first time. In the cloud computing, however, you may encounter this message very often wihtout a real vulnerability. It is because that you use a same ip address with a newly deployed virtual machine which has a new fingerprint. We can ignore the host key checking or remove the fingerprint saved on a local machine by:






		Add the following options to ssh command





-o UserKnownHostsFile=/dev/null -o StrictHostKeyChecking=no






OR



		Remove the fingerprint in your ~/.ssh/known_hosts file





ssh-keygen -f $HOME/.ssh/known_hosts -R HOSTNAME_OR_IPADDRESS







Note


Replace HOSTNAME_OR_IPADDRESS with your destination





		I am seeing the following error when I run nova command:





You must provide a username or user id via --os-username, --os-user-id, env[OS_USERNAME] or env[OS_USER_ID]







		You see the error because the nova client does not recognize you. Import your credential on india by:



source ~/.cloudmesh/clouds/india/kilo/openrc.sh












This file contains your os-username, etc. regarding your account and the source command imports and keeps these information while your ssh session alive.
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Hadoop Cluster Access


This document describes getting access to the Hadoop cluster for the course.



Prerequisites


You will need



		An a account with FutureSystems


		To be a member of FutureSystems project 475


		Have uploaded an ssh key to the portal








Access


The cluster frontend is located at <IP_ADDRESS>, frontend ip


Login using ssh:


ssh -i $PATH_TO_SSH_PUBLIC_KEY $PORTAL_USERNAME@$HADOOP_IP






In the above:



		$PATH_TO_SSH_PUBLIC_KEY is the location of the public key that has been added to the futuresystems portal


		$PORTAL_USERNAME is the username on the futuresystems portal


		$HADOOP_IP is the IP address of the hadoop frontend node








Usage


Hadoop is installed under /opt/hadoop, and you can refer to this location
using $HADOOP_HOME.


See


hadoop fs






and


hadoop jar $HADOOP_HOME/share/hadoop/mapreduce/hadoop-mapreduce-examples*.jar






for more details.





Sharing Files by share directory


share directory is provided in the $HOME directory by glusterFS. Any files
in this directory is shared between frontend{1,2,3} nodes in the Hadoop cluster.
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IPython Notebook


The IPython Notebook environment is provided on OpenStack Juno FutureSystems (previous version of FutureSystems IaaS).
Use Big Data Applications and Analytics shell to start a IPython Notebook on a virtual machine.


http://cloudmesh.github.io/introduction_to_cloud_computing/class/cm-mooc/cm-mooc.html?highlight=mooc
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MRBench: A benchmark for mapreduce framework



Sample Run


There are a few options you can change, but a simple run wihtout options will work.


$ hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar mrbench -baseDir /user/$USER/MRBench






To change the number of iterations, maps or reducers, use the options below.





Options


If you run mrbench with -help, you will find available options.


$ hadoop jar /opt/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-client-jobclient-2.7.1.jar mrbench -help
MRBenchmark.0.0.2
Usage: mrbench [-baseDir <base DFS path for output/input, default is /benchmarks/MRBench>] [-jar <local path to job jar file containing Mapper and Reducer implementations, default is current jar file>] [-numRuns <number of times to run the job, default is 1>] [-maps <number of maps for each run, default is 2>] [-reduces <number of reduces for each run, default is 1>] [-inputLines <number of input lines to generate, default is 1>] [-inputType <type of input to generate, one of ascending (default), descending, random>] [-verbose]







		-baseDir: User your home directory e.g. /user/$USER/MRBench


		-jar: Use this option to change the locaion of your jar file if you want to use a jar in a different location


		-numRuns: Use this option to define the number of iteration of jobs


		-maps: Default value is 2. Change this option to optimize


		-reduces: Default value is 1. Change this option to optimize


		-inputLines: Default value is 1. Change this option to optimize


		-inputType: ascending|descending|random for input


		-verbose: informal messages will be printed while MRBench runs








Outputs


See the last two lines like:


DataLines   Maps    Reduces AvgTime (milliseconds)
1           2       1       20977






This explains 2 maps and 1 reduce ran in 20 seconds.


The sample outputs look like:


MRBenchmark.0.0.2
15/11/05 18:43:03 INFO mapred.MRBench: creating control file: 1 numLines, ASCENDING sortOrder
15/11/05 18:43:03 INFO mapred.MRBench: created control file: /benchmarks/MRBench/mr_input/input_-514227965.txt
15/11/05 18:43:03 INFO mapred.MRBench: Running job 0: input=hdfs://futuresystems/benchmarks/MRBench/mr_input    output=hdfs://futuresystems/benchmarks/MRBench/mr_output/output_978384127
15/11/05 18:43:04 INFO client.ConfiguredRMFailoverProxyProvider: Failing over to rm2
15/11/05 18:43:04 INFO mapred.FileInputFormat: Total input paths to process : 1
15/11/05 18:43:04 INFO mapreduce.JobSubmitter: number of splits:2
15/11/05 18:43:05 INFO mapreduce.JobSubmitter: Submitting tokens for job: job_1446575549992_0003
15/11/05 18:43:05 INFO impl.YarnClientImpl: Submitted application application_1446575549992_0003
15/11/05 18:43:05 INFO mapreduce.Job: The url to track the job: http://tmaster2:8088/proxy/application_1446575549992_0003/
15/11/05 18:43:05 INFO mapreduce.Job: Running job: job_1446575549992_0003
15/11/05 18:43:12 INFO mapreduce.Job: Job job_1446575549992_0003 running in uber mode : false
15/11/05 18:43:12 INFO mapreduce.Job:  map 0% reduce 0%
15/11/05 18:43:18 INFO mapreduce.Job:  map 100% reduce 0%
15/11/05 18:43:24 INFO mapreduce.Job:  map 100% reduce 100%
15/11/05 18:43:24 INFO mapreduce.Job: Job job_1446575549992_0003 completed successfully
15/11/05 18:43:24 INFO mapreduce.Job: Counters: 49
  File System Counters
            FILE: Number of bytes read=13
            FILE: Number of bytes written=355108
            FILE: Number of read operations=0
            FILE: Number of large read operations=0
            FILE: Number of write operations=0
            HDFS: Number of bytes read=245
            HDFS: Number of bytes written=3
            HDFS: Number of read operations=9
            HDFS: Number of large read operations=0
            HDFS: Number of write operations=2
              Job Counters
            Launched map tasks=2
            Launched reduce tasks=1
            Rack-local map tasks=2
            Total time spent by all maps in occupied slots (ms)=6086
            Total time spent by all reduces in occupied slots (ms)=3303
            Total time spent by all map tasks (ms)=6086
            Total time spent by all reduce tasks (ms)=3303
            Total vcore-seconds taken by all map tasks=6086
            Total vcore-seconds taken by all reduce tasks=3303
            Total megabyte-seconds taken by all map tasks=6232064
            Total megabyte-seconds taken by all reduce tasks=3382272
              Map-Reduce Framework
            Map input records=1
            Map output records=1
            Map output bytes=5
            Map output materialized bytes=19
            Input split bytes=242
            Combine input records=0
            Combine output records=0
            Reduce input groups=1
            Reduce shuffle bytes=19
            Reduce input records=1
            Reduce output records=1
            Spilled Records=2
            Shuffled Maps =2
            Failed Shuffles=0
            Merged Map outputs=2
            GC time elapsed (ms)=98
            CPU time spent (ms)=1990
            Physical memory (bytes) snapshot=726786048
            Virtual memory (bytes) snapshot=2518798336
            Total committed heap usage (bytes)=560988160
              Shuffle Errors
            BAD_ID=0
            CONNECTION=0
            IO_ERROR=0
            WRONG_LENGTH=0
            WRONG_MAP=0
            WRONG_REDUCE=0
              File Input Format Counters
            Bytes Read=3
              File Output Format Counters
            Bytes Written=3
            DataLines       Maps    Reduces AvgTime (milliseconds)
              1             2       1       20977









References



		Kim, Kiyoung, et al. “Mrbench: A benchmark for mapreduce framework.” Parallel and Distributed Systems, 2008. ICPADS‘08. 14th IEEE International Conference on. IEEE, 2008. [pdf [http://www.researchgate.net/profile/Heon_Yeom/publication/221040832_MRBench__A_Benchmark_for_Map-Reduce_Framework/links/0fcfd50fc8e28b5b4b000000.pdf]]
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NIST Biometric Image Software v5.0


The NIST Biometric Image Software (NBIS) distribution developed by the National Institute of Standards and Technology (NIST) is available on OpenStack Kilo FutureSystems with the special dataset 27A.



Virtual Image Name


nist-nbis-03Nov2015





Minimum Flavor


m1.small





Special Database 27A


Fingerprint images are provided in 1000ppi and 500ppi. [1]



		/sd27a


		/sd27a/1000ppi


		/sd27a/500ppi-Legacy





[1] http://www.nist.gov/itl/iad/ig/sd27a.cfm





Start to a NIST-NBIS Instance Example


NETID=`nova network-list | grep $OS_TENANT_NAME-net | awk {'print $2'}`
nova boot --image nist-nbis-03Nov2015 --flavor m1.small --key-name YOURKEY $USER-NIST-NBIS --nic net-id=$NETID







Note


Replace YOURKEY with your registered key name. Change other parameters like a flavor or an instance name, as you wish.







FAQs


Having problems of using OpenStack Kilo? Find FAQs
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Hadoop Cluster Frontend



IP Address (Updated on 11/09/2015)


149.165.159.160



Note


The IP address may be changed without notice. Contact course AIs, if it’s not accessible.







Port number


2222





Additional options


-o UserKnownHostsFile=/dev/null -o StrictHostKeyChecking=no









SSH Example


ssh  PORTALNAME@149.165.159.160 -p 2222 -o UserKnownHostsFile=/dev/null -o StrictHostKeyChecking=no







Note


replace PORTALNAME with your real portal login name
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